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What is big-data?

A. Gandomi, M. Haider / International Journal of Information Management 35 (2015) 137–144 139

Fig. 1. Frequency distribution of documents containing the term “big data” in ProQuest Research Library.

In addition to the three V’s, other dimensions of big data have
also been mentioned. These include:

• Veracity. IBM coined Veracity as the fourth V, which represents the
unreliability inherent in some sources of data. For example, cus-
tomer sentiments in social media are uncertain in nature, since
they entail human judgment. Yet they contain valuable informa-
tion. Thus the need to deal with imprecise and uncertain data
is another facet of big data, which is addressed using tools and
analytics developed for management and mining of uncertain
data.

• Variability (and complexity). SAS introduced Variability and Com-
plexity as two additional dimensions of big data. Variability refers
to the variation in the data flow rates. Often, big data velocity is
not consistent and has periodic peaks and troughs. Complexity
refers to the fact that big data are generated through a myriad
of sources. This imposes a critical challenge: the need to con-
nect, match, cleanse and transform data received from different
sources.

• Value. Oracle introduced Value as a defining attribute of big data.
Based on Oracle’s definition, big data are often characterized by
relatively “low value density”. That is, the data received in the
original form usually has a low value relative to its volume. How-
ever, a high value can be obtained by analyzing large volumes of
such data.

The relativity of big data volumes discussed earlier applies to
all dimensions. Thus, universal benchmarks do not exist for vol-
ume, variety, and velocity that define big data. The defining limits
depend upon the size, sector, and location of the firm and these
limits evolve over time. Also important is the fact that these dimen-
sions are not independent of each other. As one dimension changes,
the likelihood increases that another dimension will also change as
a result. However, a ‘three-V tipping point’ exists for every firm
beyond which traditional data management and analysis tech-
nologies become inadequate for deriving timely intelligence. The
Three-V tipping point is the threshold beyond which firms start
dealing with big data. The firms should then trade-off the future
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What is big-data?

The nVs (originally 3Vs, then 6Vs, then 10Vs, . . . ):

1 Volume: many bytes (e.g. typically peta, exabytes)

2 Variety: structural heterogeneity (e.g. sub-populations, variety of sources)

3 Velocity: rate of generation and analysis

4 Veracity: unreliability in sources

5 Variability: variation in data flow rate

6 Value: low value density

7 . . .

Typically (but not exclusively) characterised by:

High-dimensional datum (wide)

Massive number of datum (deep)
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What is big-data in astronomy and astrophysics?

Big machines (e.g. physical hardware, experiments)

Big theory

Big simulations

Big parameter space

Big algorithms

Big collaborations

Big engagement (e.g. outreach, industry)
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What is big-data in astronomy and astrophysics?

Wide and deep observations (in addition to wide and deep data)
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Challenges of big-data

A. Gandomi, M. Haider / International Journal of Information Management 35 (2015) 137–144 141

Fig. 3. Processes for extracting insights from big data.

analytics is also referred to as speech analytics. Since these tech-
niques have mostly been applied to spoken audio, the terms audio
analytics and speech analytics are often used interchangeably.
Currently, customer call centers and healthcare are the primary
application areas of audio analytics.

Call centers use audio analytics for efficient analysis of
thousands or even millions of hours of recorded calls. These
techniques help improve customer experience, evaluate agent per-
formance, enhance sales turnover rates, monitor compliance with
different policies (e.g., privacy and security policies), gain insight
into customer behavior, and identify product or service issues,
among many other tasks. Audio analytics systems can be designed
to analyze a live call, formulate cross/up-selling recommendations
based on the customer’s past and present interactions, and provide
feedback to agents in real time. In addition, automated call centers
use the Interactive Voice Response (IVR) platforms to identify and
handle frustrated callers.

In healthcare, audio analytics support diagnosis and treatment
of certain medical conditions that affect the patient’s commu-
nication patterns (e.g., depression, schizophrenia, and cancer)
(Hirschberg, Hjalmarsson, & Elhadad, 2010). Also, audio analyt-
ics can help analyze an infant’s cries, which contain information
about the infant’s health and emotional status (Patil, 2010). The vast
amount of data recorded through speech-driven clinical documen-
tation systems is another driver for the adoption of audio analytics
in healthcare.

Speech analytics follows two common technological
approaches: the transcript-based approach (widely known as
large-vocabulary continuous speech recognition, LVCSR) and the
phonetic-based approach. These are explained below.

• LVCSR systems follow a two-phase process: indexing and search-
ing. In the first phase, they attempt to transcribe the speech
content of the audio. This is performed using automatic speech
recognition (ASR) algorithms that match sounds to words. The
words are identified based on a predefined dictionary. If the sys-
tem fails to find the exact word in the dictionary, it returns the
most similar one. The output of the system is a searchable index
file that contains information about the sequence of the words
spoken in the speech. In the second phase, standard text-based
methods are used to find the search term in the index file.

• Phonetic-based systems work with sounds or phonemes.  Phonemes
are the perceptually distinct units of sound in a specified
language that distinguish one word from another (e.g., the
phonemes/k/and/b/differentiate the meanings of “cat” and “bat”).
Phonetic-based systems also consist of two  phases: phonetic
indexing and searching. In the first phase, the system translates
the input speech into a sequence of phonemes. This is in contrast
to LVCSR systems where the speech is converted into a sequence
of words. In the second phase, the system searches the output
of the first phase for the phonetic representation of the search
terms.

3.3. Video analytics

Video analytics, also known as video content analysis (VCA),
involves a variety of techniques to monitor, analyze, and extract
meaningful information from video streams. Although video ana-
lytics is still in its infancy compared to other types of data
mining (Panigrahi, Abraham, & Das, 2010), various techniques
have already been developed for processing real-time as well as
pre-recorded videos. The increasing prevalence of closed-circuit
television (CCTV) cameras and the booming popularity of video-
sharing websites are the two  leading contributors to the growth
of computerized video analysis. A key challenge, however, is the
sheer size of video data. To put this into perspective, one second of
a high-definition video, in terms of size, is equivalent to over 2000
pages of text (Manyika et al., 2011). Now consider that 100 hours of
video are uploaded to YouTube every minute (YouTube Statistics,
n.d.).

Big data technologies turn this challenge into opportunity. Obvi-
ating the need for cost-intensive and risk-prone manual processing,
big data technologies can be leveraged to automatically sift through
and draw intelligence from thousands of hours of video. As a result,
the big data technology is the third factor that has contributed to
the development of video analytics.

The primary application of video analytics in recent years has
been in automated security and surveillance systems. In addition
to their high cost, labor-based surveillance systems tend to be less
effective than automatic systems (e.g., Hakeem et al., 2012 report
that security personnel cannot remain focused on surveillance
tasks for more than 20 minutes). Video analytics can efficiently
and effectively perform surveillance functions such as detecting
breaches of restricted zones, identifying objects removed or left
unattended, detecting loitering in a specific area, recognizing sus-
picious activities, and detecting camera tampering, to name a few.
Upon detection of a threat, the surveillance system may notify secu-
rity personnel in real time or trigger an automatic action (e.g., sound
alarm, lock doors, or turn on lights).

The data generated by CCTV cameras in retail outlets can be
extracted for business intelligence. Marketing and operations man-
agement are the primary application areas. For instance, smart
algorithms can collect demographic information about customers,
such as age, gender, and ethnicity. Similarly, retailers can count
the number of customers, measure the time they stay in the store,
detect their movement patterns, measure their dwell time in dif-
ferent areas, and monitor queues in real time. Valuable insights
can be obtained by correlating this information with customer
demographics to drive decisions for product placement, price,
assortment optimization, promotion design, cross-selling, layout
optimization, and staffing.

Another potential application of video analytics in retail lies in
the study of buying behavior of groups. Among family members
who shop together, only one interacts with the store at the cash
register, causing the traditional systems to miss data on buying

Computational challenges:

Data too big (to hold in memory)

Access and analysis too slow (unfeasible)

Too much power/energy required
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ating the need for cost-intensive and risk-prone manual processing,
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the number of customers, measure the time they stay in the store,
detect their movement patterns, measure their dwell time in dif-
ferent areas, and monitor queues in real time. Valuable insights
can be obtained by correlating this information with customer
demographics to drive decisions for product placement, price,
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who shop together, only one interacts with the store at the cash
register, causing the traditional systems to miss data on buying
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Challenges of big-data

Analysis challenges (Fan et al. 2014):

1 Heterogeneity, e.g. sub-populations, different data sources, tension between data

2 Error accumulation, e.g. high-dimensional parameter spaces, bias

3 Spurious correlations, e.g. correlation vs causation, data dredging

4 Incident endogeneity, e.g. chance correlation between signal of interest and error
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Analysing big-data

Generic approaches to analysing big-data (Wang et al. 2015):

Subsample

Divide-and-conquer

Stream processing

Additional approaches in astronomy and astrophysics:

Exploit structure (geometry, symmetry, physics)

Modelling:

Model-based consolidatory science

Model-agnostic exploratory science

Approximation

. . .
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Analysing big-data

Examples of specific methods:

Bayesian analysis

MCMC sampling

Hierarchical probabilistic (Bayesian) models

Variable selection

Experimental design

Machine learning

Optimisation

Wavelets

Sparsity

Compressed sensing

. . .

⇒ Astrostatistics and Astroinformatics
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Observations made on the celestial sphere
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Scale-discretised wavelets on the sphere
Transforms

Spin scale-discretised wavelet transform is given by the projection onto each wavelet
(Wiaux, McEwen et al. 2008, McEwen et al. 2013, McEwen et al. 2015):

W sΨ
j
(ρ) = 〈sf , Rρ sΨ

j〉

projection

=

∫
S2

dΩ(ω)sf (ω)(Rρ sΨ
j)∗(ω) .

Original function may be recovered exactly in practice from wavelet coefficients:

sf (ω) =
J∑

j=0

finite sum

∫
SO(3)

d%(ρ)WsΨ
j
(ρ)(Rρ sΨ

j)(ω) .

wavelet contribution

(a) j = 4 (b) j = 3 (c) j = 2

Figure: Scale-discretised wavelets on the sphere.
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Scale-discretised wavelets on the sphere
Fast algorithms and codes

Fast algorithms essential (McEwen, Leistedt et al. 2015, Leistedt, McEwen et al. 2013, McEwen et al. 2013,

Leistedt McEwen et al. 2007, Wiaux, McEwen & Vielva 2007, Wiaux et al. 2005, Wandelt & Gorski 2001, Risbo 1996)

FastCSWT code http://www.fastcswt.org

Fast directional continuous spherical wavelet transform algorithms
McEwen et al. (2007)

Fortran

Supports directional and steerable wavelets

S2DW code http://www.s2dw.org

Exact reconstruction with directional wavelets on the sphere
Wiaux, McEwen, Vandergheynst, Blanc (2008)

Fortran

Parallelised

Supports directional and steerable wavelets

Supports inversion

Jason McEwen Astrostatistics and Astroinformatics
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Scale-discretised wavelets on the sphere
Fast algorithms and codes

S2LET code http://www.s2let.org

S2LET: Fast wavelet analysis on the sphere
McEwen, Leistedt, Büttner, Peiris & Wiaux (2015), Leistedt, McEwen, et al. (2012)

C, Matlab, IDL, Python

Supports directional and steerable wavelets, ridgelets and curvelets

Supports inversion

Supports spin

Faster algorithms

SO3 code http://www.sothree.org

SO3: Fast Wigner transforms on the rotation group
McEwen, Büttner, Leistedt, Peiris & Wiaux (2015)

C, Matlab, Python

Fast and exact Fourier transforms on the rotation group SO(3)

Jason McEwen Astrostatistics and Astroinformatics
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Planck component separation
SILC

SILC: Blind Planck component separation via Scale-discretised,
directional wavelet Internal Linear Combination (Rogers, Peiris, Leistedt,
McEwen & Pontzen 2016)

Keir Rogers
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Planck component separation
SILC

SILC (R1) maps available for download: http://www.silc-cmb.org
SILC (N = 2)
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E/B separation
Exploiting scale-discretised wavelets

E/B separation with spin directional wavelets for CMB polarisation and
cosmic shear (Leistedt, McEwen, Büttner & Peiris, in prep.)

Algorithm to recover E/B signals using scale-discretised wavelets

1 Compute spin wavelet transform of Q + iU:

(Q + iU)(ω)
Spin wavelet transform
−−−−−−−−−→

S2LET
W2Ψ

j

Q+iU(ρ)

2 Account for mask in harmonic and spatial domains simultaneously:

W2Ψ
j

Q+iU(ρ)
Mitigate mask
−−−−−→ Ŵ2Ψ

j

Q+iU(ρ)

3 Construct E/B maps:

(a) W0Ψ̃
j

Ẽ
(ρ) = −Re

[
Ŵ2Ψ

j

Q+iU(ρ)
] Inverse scalar wavelet transform

−−−−−−−−−−−−→
S2LET

Ẽ(ω)

(b) W0Ψ̃
j

B̃
(ρ) = −Im

[
Ŵ2Ψ

j

Q+iU(ρ)
] Inverse scalar wavelet transform

−−−−−−−−−−−−→
S2LET

B̃(ω)

Boris Leistedt
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E/B separation
Preliminary results
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LSS on the 3D ball

Credit: SDSS
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Fourier-LAGuerre wavelets (flaglets) on the ball

Fourier-Laguerre wavelet (flaglet) transform is given by the projection onto each wavelet
(Leistedt & McEwen 2012):

W sΨ
jj′

(r, ρ) = 〈sf , T(r,ρ) sΨ
jj′ 〉

projection

=

∫
B3

d3r sf (r)(T(r,ρ) sΨ
jj′ )∗(r) .

Original function may be recovered exactly in practice from wavelet coefficients:

sf (r) =
∑
j j′

finite sum

∫
SO(3)

d%(ρ)

∫
R+

dr W sΨ
jj′

(r, ρ)(T(r,ρ) sΨ
jj′ )(r) .

wavelet contribution
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Fourier-LAGuerre wavelets (flaglets) on the ball

Real part of spin s = 2 flaglets with λ = ν = 3, I0 = J0 = 2, N = 1 Imag. part Modulus

3D with xz slices slice z = 0 slice x = 0 half sphere r = R/2 half sphere r = R/2 half sphere r = R/2

i = 2
j = 2

i = 2
j = 3

i = 3
j = 2

i = 3
j = 3

1
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3D weak lensing

3D weak lensing with spin wavelets on the ball (Leistedt, McEwen, Kitching, Peiris 2015).

Wavelet transform of 3D cosmic shear:

W2Ψij

2γ (n, r) = (2γ � 2Ψij)(n, r)

Wavelet covariance:

Cij,i′j′ (n, n′, r, r′) = 〈 W2Ψij

2γ (n, r) W2Ψi′ j′∗
2γ (n′, r′) 〉

compute from data

Theory wavelet covariance:

Cij,i′ j′
(n · n′, r, r′) =

2
π

∑
`

(N`,2)2

4

∫
R+

dkk2
∫
R+

dk′k′2 Cφφ` (k, k′) P`(n · n′) 2Hij
`(k, r) 2Hi′ j′

`
∗
(k′, r′)

compute from theory

Simultaneous spatial and scale representation (can handle complicated sky coverage and
filter unreliable harmonic modes).
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Photometric supernova classification
Machine learning

Photometric supernova classification by machine learning (Lochner,
McEwen, Peiris & Lahav, in prep.)

Go beyond single techniques to study classes.

Understand physical requirements (e.g. representative training, redshift).
Michelle
Lochner

Feature selection

1) Template       
     -tting  

2) General light curve   
parameterisations

3) Wavelets

So far, we've identi-ed three promising approaches:

Model independence

(a) Templates

2) Light curve parameterisation
Here we -t general parameterisations to the light curves, using 
the -tted parameters as features

Karpenka model (Karpenka et al. 2014)Newling model (Newling et al. 2010)

(b) Generic parameterisations

3) Wavelets
We decompose the light curve into wavelets and then apply PCA to 
select the most important wavelet coe=cients from the training set

Gaussian process -t

Wavelet decomposition

PCA

(c) Wavelets (non-parametric)

Figure: Feature selection classes (in order of increasing model independence)

Jason McEwen Astrostatistics and Astroinformatics



Big-Data Illustrative Analyses Concluding Remarks Planck Euclid LSST SKA

Photometric supernova classification
Importance of representative training data
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Photometric supernova classification
Importance of redshift
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Radio interferometric telescopes acquire “Fourier” measurements

“Fourier”
Measurements
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Compressive sensing

Developed by Candes et al. 2006 and Donoho 2006 (and others).

Although many underlying ideas around for a long time.

Exploits the sparsity of natural signals.

Active area of research with many new developments.

Jason McEwen Astrostatistics and Astroinformatics
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SARA for radio interferometric imaging
Algorithm

Sparsity averaging reweighted analysis (SARA) for RI imaging
(Carrillo, McEwen & Wiaux 2012)

Consider a dictionary composed of a concatenation of orthonormal bases, i.e.

Ψ =
1
√

q
[Ψ1,Ψ2, . . . ,Ψq],

thus Ψ ∈ RN×D with D = qN.

We consider the following bases: Dirac (i.e. pixel basis); Haar wavelets (promotes gradient sparsity);
Daubechies wavelet bases two to eight.
⇒ concatenation of 9 bases

Promote average sparsity by solving the reweighted `1 analysis problem:

min
x̄∈RN

‖WΨT x̄‖1 subject to ‖y− Φx̄‖2 ≤ ε and x̄ ≥ 0 ,

S
A

R
A

where W ∈ RD×D is a diagonal matrix with positive weights.

Solve a sequence of reweighted `1 problems using the solution of the previous
problem as the inverse weights→ approximate the `0 problem.

Jason McEwen Astrostatistics and Astroinformatics
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SARA for radio interferometric imaging
Results on simulations
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Figure: Reconstruction example of 30Dor from 30% of visibilities.Jason McEwen Astrostatistics and Astroinformatics
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SARA for radio interferometric imaging
Results on simulations
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Supporting continuous visibilities
Results on simulations
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Figure: Reconstructed images from continuous visibilities.
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Supporting continuous visibilities
Results on simulations
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Results on simulations
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Supporting continuous visibilities
Results on simulations
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Distributed algorithms and codes

Distributed storage and computation (Onose et al. 2016) by divide-and-conquer and
sub-sampling techniques

SOPT code http://basp-group.github.io/sopt/

Sparse OPTimisation
Carrillo, McEwen, Wiaux

SOPT is an open-source code that provides functionality to
perform sparse optimisation using state-of-the-art convex
optimisation algorithms.

PURIFY code http://basp-group.github.io/purify/

Next-generation radio interferometric imaging
Carrillo, McEwen, Wiaux

PURIFY is an open-source code that provides functionality to
perform radio interferometric imaging, leveraging recent
developments in the field of compressive sensing and convex
optimisation.

Jason McEwen Astrostatistics and Astroinformatics
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Concluding remarks

Increasingly inter-disciplinary, drawing on statistics, applied mathematics, computer
science, information engineernig, . . .

Increasingly intra-disciplinary (e.g. Planck, Euclid, LSST, SKA, . . . )

Many methodological synergies

Jason McEwen Astrostatistics and Astroinformatics
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Concluding remarks

How can we exploit synergies?

1 Open (unencumbered) data and open code

2 Develop best practices (e.g. code development, general codes, reproducible/replicable
research, blinded analysis)

3 Explore HPC synergies (e.g. Dirac, Archer, Hartree, Google, Amazon, . . . )

4 Develop appropriate career progression routes

5 Go beyond individual techniques to understand properties of classes of approach

6 Develop common language

7 Promote inter- and intra-disciplinary collaboration and communication,
e.g. Alan Turing Institute (ATI), workshops (e.g. BASP conference), Hackathons, . . .

8 . . .
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